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SUMMARY Linear discriminant analysis (LDA) is a basic tool of pattern recognition, and it is used in extensive fields, e.g. face identification. However, LDA is poor at adaptability since it is a batch type algorithm. To overcome this, new algorithms of online LDA are proposed in the present paper. In face identification task, it is experimentally shown that the new algorithms are about two times faster than the previously proposed algorithm in terms of the number of required examples, while the previous algorithm attains better final performance than the new algorithms after sufficient steps of learning. The meaning of new algorithms are also discussed theoretically, and they are suggested to be corresponding to combination of PCA and Mahalanobis distance.
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## 1. Introduction

Linear discriminant analysis (LDA) is a basic tool of pattern recognition, and it is used in extensive fields, e.g. face identification [8], [9]. It is also pointed out that dimension reduction via LDA is useful as a preprocessing for other methods such as support vector machines [10]. However, LDA is poor at adaptability since it is a batch type algorithm. Namely, LDA is designed in the following manner: (1) all sample patterns are given at once, (2) the discriminant matrix $A$ is calculated for the sample patterns, and then (3) identification is performed by use of $A$. Owing to this design, we have to re-calculate $A$ every time when we add new data to update the identification system. This calculation is heavy for high dimensional data such as face images.

When situation changes gradually or suddenly, one time learning is not sufficient and additional learning is indispensable for adaptability. Thus identification systems must have the ability to learn new data and update itself with small calculations. Such algorithms which have this ability is called online learning algorithms. As we have mentioned above, conventional LDA is not online learning.

To overcome this disadvantage of LDA, the authors have been proposed an online LDA algorithm

[^0][15]-[17]. In contrast to the conventional LDA, updating the identification system according to new additional data can be executed with low computational cost by online LDA. Hence online LDA has the ability of adaptation to changes of environment. Our online LDA also has an advantage that huge matrices never appear in its calculation.

Though iterative algorithms have been proposed* for neural network based LDA [5], [6], they are not sufficiently "online." Those algorithms keep $n^{2} \times n^{2}$ matrices when they are applied to image recognition tasks with image size $n \times n$. Then they require $O\left(n^{4}\right)$ time for one step updating and $O\left(n^{4}\right)$ memory. These computational costs are still too large to update the system on the fly.

In the present paper, two types of new algorithms for online LDA are proposed. The following points are shown experimentally:

- The new algorithms are about two times faster than the previously proposed algorithm. Namely, the new algorithms attain the same level of performance by half steps of learning compared with the original one. This advantage is mainly owed to the fact that new algorithms are robust for choice of the learning coefficient $\eta$.
- The previously proposed algorithm attains better final performance after sufficient steps of learning.

The meaning of new algorithms are also discussed. By theory and numerical experiments, it is suggested that the new algorithms correspond to combination of principal component analysis (PCA) and Mahalanobis distance.

## 2. Linear Discriminant Analysis

In pattern recognition task, sample pattern vectors $\boldsymbol{x}(1), \cdots, \boldsymbol{x}(t) \in R^{N}$ and their classes $c(1), \cdots, c(t) \in$ $\{1,2, \cdots, M\}$ are given first. Then, a new pattern $\boldsymbol{x}$ with unknown class is presented and we want to estimate the class of this $\boldsymbol{x}$.

[^1]\[

$$
\begin{equation*}
W=\frac{1}{t} \sum_{\tau=1}^{t}\left(\boldsymbol{x}(\tau)-\overline{\boldsymbol{x}}^{c(\tau)}\right)\left(\boldsymbol{x}(\tau)-\overline{\boldsymbol{x}}^{c(\tau)}\right)^{T} \tag{4}
\end{equation*}
$$

\]

3. Solve the generalized eigenvalue problem

$$
\begin{equation*}
B \boldsymbol{a}=\lambda W \boldsymbol{a} \tag{5}
\end{equation*}
$$

where $\lambda$ is a real number and $\boldsymbol{a}$ is an $N$-dimensional vector. Normalize the solutions $\boldsymbol{a}_{1}, \cdots, \boldsymbol{a}_{N}$ so that $\boldsymbol{a}_{i}^{T} W \boldsymbol{a}_{j}=\delta(i, j)$ holds for all $i$ and $j$. Sort the solutions so that $\lambda_{1} \geq \cdots \geq \lambda_{N}$ holds for the corresponding $\lambda \mathrm{s}$.
4. Set the first $L$ solutions $\boldsymbol{a}_{1}, \cdots, \boldsymbol{a}_{L}$ of (5) as the column vectors of $A: A=\left(\boldsymbol{a}_{1}, \cdots, \boldsymbol{a}_{L}\right)$.
This procedure is a batch learning type algorithm. Because of its design, we have to re-calculate $A$ every time when we add new data to update the identification system. This calculation is heavy for high dimensional data such as face images. Online LDA is thus desired.

## 3. Matrix Dynamics for Online LDA- <br> Theoretical Foundation of New Algorithms

### 3.1 Summary of This Section

By the procedure in the previous section, we obtain a matrix $A=\left(\boldsymbol{a}_{1}, \cdots, \boldsymbol{a}_{L}\right)$ which satisfies

$$
\begin{array}{ll}
B \boldsymbol{a}_{i}=\lambda_{i} W \boldsymbol{a}_{i} & (i=1, \cdots, L), \\
\boldsymbol{a}_{i}^{T} W \boldsymbol{a}_{j}=\delta_{i j} & (i, j=1, \cdots, L) \tag{7}
\end{array}
$$

Putting $\Gamma=\operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{L}\right)$, we can write these equations in matrix form as

$$
\begin{array}{lc}
B A=W A \Gamma & (\Gamma: \text { square matrix })  \tag{8}\\
A^{T} W A=I & (I: \text { identity matrix })
\end{array}
$$

As we have described in the previous section, this $A$ maximizes Fisher criterion $F$. See textbooks on LDA (e.g. [11]) for details. Online learning algorithm to find such $A$ is proposed in [15]-[17].

In the present paper, two types of novel algorithms for online LDA are proposed. Though property of the new algorithms is not completely investigated, it is suggested that we obtain a matrix $A$ which satisfy

$$
\begin{align*}
& B A=A \Gamma  \tag{9}\\
& (\Gamma: \text { square matrix }) \\
& A^{T} W A=I \quad(I: \text { identity matrix })
\end{align*}
$$

Exact descriptions of this assertion will be shown through propositions 1 to 4 later. When $A$ satisfies (9), this $A$ corresponds not to Fisher criterion but to combination of principal component analysis (PCA) and Mahalanobis distance. Namely,

1. reduce the dimension of input pattern by PCA on $B$ (PCA stage), and then,
2. measure the distance between the present pattern and the class means by Mahalanobis distance on $W$ (Mahalanobis distance stage).

The reason is as follows: the first equation in (9) means that column vectors $\boldsymbol{a}_{1}, \cdots, \boldsymbol{a}_{L}$ are on a hyperplane which is spanned by $L$ eigenvectors (i.e. principal components) of $B$, while the second equation in (9) means that $\operatorname{Var}\left[\boldsymbol{y}-\overline{\boldsymbol{y}}^{c}\right]=A^{T} \operatorname{Var}\left[\boldsymbol{x}-\overline{\boldsymbol{x}}^{c}\right] A=A^{T} W A=I$ and therefore Mahalanobis distance between $\boldsymbol{y}$ and $\overline{\boldsymbol{y}}^{c}$ is equal to Euclidean norm $\left\|\boldsymbol{y}-\overline{\boldsymbol{y}}^{c}\right\|$.

### 3.2 Strategy to Construct Online LDA

Our online LDA algorithms are constructed based on matrix dynamics and stochastic approximation method [7]. Namely, we follow the below strategy so as to obtain online LDA algorithms:

1. Consider a dynamics whose fixedpoints are desired solutions of the current problem.
2. Transform the continuous-time dynamics to its corresponding discrete-time dynamics.
3. Replace the sample mean in the dynamics with its instantaneous value.

First of all, novel matrix dynamics are proposed and their convergence properties are discussed in this section.

### 3.3 Novel Matrix Dynamics

Let $B$ be a positive semi-definite symmetric $N \times N$ matrix, and $W$ be a positive definite symmetric $N \times$ $N$ matrix. This $B$ corresponds to the variance matrix "between classes," while $W$ corresponds to the variance matrix "within classes."

Let $A(t)$ be an $N \times L$ matrix and consider matrix dynamics

$$
\begin{align*}
{\left[\text { type I] } \begin{array}{rl}
\frac{d A(t)}{d t}= & B A(t)-\frac{1}{2} B A(t) A(t)^{T} W A(t) \\
& -\frac{1}{2} A(t) A(t)^{T} W B A(t)
\end{array}, r\right. \text {. }}
\end{align*}
$$

$$
\begin{align*}
{\left[\text { type II] } \begin{array}{rl}
\frac{d A(t)}{d t}= & B A(t)-\frac{1}{2} A(t) A(t)^{T} B W A(t) \\
& -\frac{1}{2} A(t) A(t)^{T} W B A(t)
\end{array},=\right.\text {. }}
\end{align*}
$$

Sample flows of these dynamics are shown in Fig. 2.
These dynamics are slightly different from the dynamics for previous online LDA [15]-[17] (Fisher criterion)

$$
\begin{align*}
\frac{d A(t)}{d t}= & B A(t)-\frac{1}{2} B A(t) A(t)^{T} W A(t) \\
& -\frac{1}{2} W A(t) A(t)^{T} B A(t) \tag{12}
\end{align*}
$$



Fig. 2 Sample flows of the proposed dynamics (upper: type I, lower: type II). In these samples, $A$ is $2 \times 1$ matrix, and it is plotted as 2-dimensional vector in the figures. $B=\left(\begin{array}{ll}4 & 2 \\ 2 & 1\end{array}\right)$, $W=\left(\begin{array}{ll}1 & 0 \\ 0 & 2\end{array}\right)$. The ellipse in each figure shows the contour $A^{T} W A=1$. The cross lines show the eigenspaces of $B$ : directions "/" and " $\backslash$ " correspond to eigenvalues 5 and 0 , respectively. It is observed that (i) the eigenvector $A_{*}$ of $B$ with a non-zero eigenvalue and $A_{*}^{T} W A_{*}=1$ is a stable fixedpoint [desired solution], (ii) other stable fixed points [spurious solutions] or "divergence solution" exist, (iii) if an initial point $A(0)$ is not "too far" from the origin $O, A(t)$ converges to one of the desired solutions.
and Oja's dynamics for PCA

$$
\begin{equation*}
\frac{d A(t)}{d t}=B A(t)-A(t) A(t)^{T} B A(t) \tag{13}
\end{equation*}
$$

### 3.4 Fixedpoints of Dynamics

We are interested in "fixedpoints" of the proposed dynamics since they decide asymptotic behavior of corresponding online LDA algorithms. Though $A$ is not a point but a matrix, the term "fixedpoint" is used for a matrix $A$ which satisfy $d A / d t=O$ through the present paper. The following propositions suggest characteristics of the fixedpoints. The proofs of the propositions are given in Appendix.

First propositions are sufficient conditions of fixedpoints.

Proposition 1: If an $N \times L$ matrix $A$ satisfies (9) for an $L \times L$ matrix $\Gamma, A$ is a fixedpoint of the type I dynamics.

Proposition 2: If an $N \times L$ matrix $A$ satisfies (9) for an $L \times L$ symmetric matrix $\Gamma, A$ is a fixedpoint of the type II dynamics.

On the other hand, necessary conditions of fixedpoints are as follows.

## Proposition 3:

1. If an $N \times L$ matrix $A$ is a fixedpoint of the type I dynamics and $A^{T} W A$ does not have an eigenvalue 2 , there exists an $L \times L$ matrix $\Gamma$ such that $B A=$ $A \Gamma$.
2. In addition, if $\operatorname{rank} A=L$,

$$
\begin{equation*}
\Gamma\left(A^{T} W A-I\right)+\left(A^{T} W A-I\right) \Gamma=O \tag{14}
\end{equation*}
$$

## Proposition 4:

1. If an $N \times L$ matrix $A$ is a fixedpoint of the type II dynamics, there exists an $L \times L$ symmetric matrix $\Gamma$ such that $B A=A \Gamma$.
2. In addition, if $\operatorname{rank} A=L$,

$$
\begin{equation*}
\Gamma\left(A^{T} W A-I\right)=O \tag{15}
\end{equation*}
$$

3. In addition, if $\operatorname{rank}(B A)=L, A^{T} W A=I$.

There exist gaps between necessary conditions and sufficient conditions above. Indeed, there are fixedpoints which do not satisfy (9). This problem is discussed next.

### 3.5 Desired Solutions and Nuisance Solutions

Let $\boldsymbol{p}_{1}, \cdots, \boldsymbol{p}_{N}$ be the unit eigenvectors of $B$ and their corresponding eigenvalues be $\lambda_{1} \geq \cdots \geq \lambda_{N}$. Let $P_{L}=$ $\left(\boldsymbol{p}_{1}, \cdots, \boldsymbol{p}_{L}\right)$. If $A$ is represented as $A=P_{L} \Theta$ with an arbitrary matrix $\Theta$ which satisfy $\Theta^{T} P_{L}^{T} W P \Theta=I$, equation (9) holds for this $A$. We call such $A=P_{L} \Theta$


Fig. 3 Convergence of $A(t)$ to "desired" solutions by the proposed dynamics. In spite of existence of "spurious" solutions or "divergence" solutions, it is observed that $A(t)$ is not trapped by these nuisance solutions if the initial value $A(0)$ is near the origin $O$. Left: type I, right: type II. Upper: $\log$ ( "angle between $\boldsymbol{p}_{1}$ and $\Pi(t)$ [rad]"), middle: $\log \left(\right.$ "angle between $\boldsymbol{p}_{2}$ and $\Pi(t)[\mathrm{rad}]$ "), lower: $\quad \log \left(\operatorname{Tr}\left(A(t)^{T}\right.\right.$ $\left.W A(t)-I)^{T}\left(A(t)^{T} W A(t)-I\right)\right)$, where $\boldsymbol{p}_{1}$ and $\boldsymbol{p}_{2}$ are the two major eigenvectors of $B$, and $\Pi(t)=\operatorname{span}\{$ "column vectors of $A(t)$ " $\}$. The horizontal axis of each plot is time $t=0,0.1,0.2, \cdots, 1.0$. On the vertical axis, the five-number summaries (minimum, first quartile, median, third quartile, and maximum) for 100 trials are displayed.
as "desired" solutions. By propositions 1 and 2, desired solutions are fixedpoints of the proposed dynamics. Moreover, Fig. 2 suggests that they are stable fixedpoints. At the same time, Fig. 2 also shows that there can be other stable fixedpoints ("spurious" solutions) or "divergence" solutions.

In spite of these nuisance solutions, it is observed in numerical experiments that $A(t)$ is not trapped by nuisance solutions and $A(t)$ converges successfully to desired solutions if the initial value $A(0)$ is near the origin $O$.

Examples are shown in Fig. 3, where $B=\tilde{B}^{T} \tilde{B}$,
$\tilde{B}=\left(\begin{array}{llllllllll}1 & 2 & 1 & 2 & 1 & 2 & 1 & 2 & 1 & 2 \\ 3 & 2 & 1 & 3 & 2 & 1 & 3 & 2 & 1 & 3 \\ 3 & 1 & 4 & 1 & 5 & 3 & 1 & 4 & 1 & 5\end{array}\right)$,
$W=\operatorname{diag}(1,2, \cdots, 10)$. The size of $A$ is $10 \times 2$. In each trial, initial values of elements of $A$ are generated randomly according to normal distribution of mean 0 and standard deviation 0.001 . From this initial value $A(0)$, evolution of $A(t)$ is numerically calculated by simple Euler method with time step $\Delta t=0.001$. The upper and middle plots show that there exists a matrix $\Gamma$ which satisfy $B A \approx A \Gamma$, after sufficient time. Moreover, this $A$ corresponds to the major eigenvectors of $B$. The lower plots show that $A(t)^{T} W A(t) \rightarrow I$.

From the above observation, we select $A(0) \approx O$ in Sect. 5.

## 4. Fast Online LDA Algorithm

In order to construct online LDA algorithm, we transform the dynamics type I and II, which are continuoustime dynamics, to their discrete-time versions:
[type I]

$$
\begin{align*}
A(t+1)= & A(t)+\eta\left[B A(t)-\frac{1}{2} B A(t) A(t)^{T} W A(t)\right. \\
& \left.-\frac{1}{2} A(t) A(t)^{T} W B A(t)\right] \tag{16}
\end{align*}
$$

[type II]

$$
\begin{align*}
A(t+1)= & A(t)+\eta\left[B A(t)-\frac{1}{2} A(t) A(t)^{T} B W A(t)\right. \\
& \left.-\frac{1}{2} A(t) A(t)^{T} W B A(t)\right] \tag{17}
\end{align*}
$$

where the learning coefficient $\eta$ is a small positive number. In these discrete-time dynamics, $B$ and $W$ are $N \times N$ matrices and we do not like to keep their values explicitly because $N$ can be very large. As for $B$, see the note on efficient calculation at the bottom of this section. As for $W$, we replace the "mean value" $W=\frac{1}{T} \sum_{t=1}^{T}\left(\boldsymbol{x}(t)-\overline{\boldsymbol{x}}^{c}(t)\right)\left(\boldsymbol{x}(t)-\overline{\boldsymbol{x}}^{c}(t)\right)^{T}$ with its "instantaneous value" $\left(\boldsymbol{x}(t)-\overline{\boldsymbol{x}}^{c}(t)\right)\left(\boldsymbol{x}(t)-\overline{\boldsymbol{x}}^{c}(t)\right)^{T}$. This replacement is justified by the theory of stochastic approximation [7]: $A(t)$ converges to the same point as for the original continuous-time dynamics when $\eta \rightarrow 0$. Then the following online LDA algorithms are obtained.

At every time step $t=1,2,3, \cdots$, a new pair $(\boldsymbol{x}(t), c(t))$ is presented, where $\boldsymbol{x}(t)$ is an $N$-dimensional data vector, $c(t) \in\{1, \cdots, M\}$ is the class of $\boldsymbol{x}(t)$, and $M$ is the number of classes. Based on this pair, auxiliary variables are updated as follows:

$$
\begin{equation*}
t^{c}(t)=t^{c}(t-1)+\delta(c, c(t)) \tag{18}
\end{equation*}
$$

$$
\begin{align*}
& \overline{\boldsymbol{x}}(t)=\left(1-\frac{1}{t}\right) \overline{\boldsymbol{x}}(t-1)+\frac{1}{t} \boldsymbol{x}(t),  \tag{19}\\
& = \begin{cases}\left(1-\frac{1}{t^{c}(t)}\right) \overline{\boldsymbol{x}}^{c}(t-1)+\frac{1}{t^{c}(t)} \boldsymbol{x}(t) & (c=c(t)), \\
\overline{\boldsymbol{x}}^{c}(t-1)\end{cases} \\
& \boldsymbol{v}^{c}(t)=\overline{\boldsymbol{x}}^{c}(t)-\overline{\boldsymbol{x}}(t), \\
& \boldsymbol{w}(t)=\boldsymbol{x}(t)-\overline{\boldsymbol{x}}^{c(t)}(t),  \tag{21}\\
& B(t)=\frac{1}{M} \sum_{c=1}^{M} \boldsymbol{v}^{c}(t) \boldsymbol{v}^{c}(t)^{T}, \tag{22}
\end{align*}
$$

where $c=1, \cdots, M, \delta(c, c(t))=1(c=c(t)), 0(c \neq$ $c(t)$ ), and $\overline{\boldsymbol{x}}^{c(t)}(t)$ means $\overline{\boldsymbol{x}}^{c}(t)$ for $c=c(t)$. Then $N \times L$ discriminant matrix $A$ is updated:

$$
\begin{align*}
& \text { [type I] } \\
& \begin{aligned}
A(t) & =A(t-1)+\eta[B(t) A(t-1) \\
\quad- & \frac{1}{2} B(t) A(t-1) A(t-1)^{T} \boldsymbol{w}(t) \boldsymbol{w}(t)^{T} A(t-1) \\
\quad- & \left.\frac{1}{2} A(t-1) A(t-1)^{T} \boldsymbol{w}(t) \boldsymbol{w}(t)^{T} B(t) A(t-1)\right],
\end{aligned}
\end{align*}
$$

[type II]

$$
\begin{align*}
A(t) & =A(t-1)+\eta[B(t) A(t-1) \\
- & \frac{1}{2} A(t-1) A(t-1)^{T} B(t) \boldsymbol{w}(t) \boldsymbol{w}(t)^{T} A(t-1) \\
- & \left.\frac{1}{2} A(t-1) A(t-1)^{T} \boldsymbol{w}(t) \boldsymbol{w}(t)^{T} B(t) A(t-1)\right], \tag{25}
\end{align*}
$$

where the learning coefficient $\eta$ is a small positive number.

These updating rules are slightly different from the previous algorithm

$$
\begin{align*}
A(t) & =A(t-1)+\eta[B(t) A(t-1) \\
\quad- & \frac{1}{2} B(t) A(t-1) A(t-1)^{T} \boldsymbol{w}(t) \boldsymbol{w}(t)^{T} A(t-1) \\
- & \left.\frac{1}{2} \boldsymbol{w}(t) \boldsymbol{w}(t)^{T} A(t-1) A(t-1)^{T} B(t) A(t-1)\right] \tag{26}
\end{align*}
$$

in [15]-[17].


Fig. 4 Face images for simulation: 9 samples of original images and 3 samples of $10 \times 10$ reduced images. See Table 1 for details.

Table 1 Setting of the simulation.

| task | identification of face images |
| :---: | :---: |
| data vector $\boldsymbol{x}(t)$ | $N=10 \times 10=100($ pixels $)$ |
| size of $\boldsymbol{x}(t)$ <br> number of classes to be identified <br> number of features | face images under various illumination conditions <br> (front view, 256 level gray scale, normalized to $[-1,+1])$ |
| initial values of elements in $A$ | $L=2(=$ number of columns in $A)$ |
| regularization coefficient | random values from the uniform distribution on $[-0.001,+0.001]$ |
| procedure of learning | $\epsilon=0.01$ (applied only to the original algorithm $(28))$ |
| procedure of evaluation | Face images for learning is presented in a random order. |
| The ratio of the correct identification is evaluated for face |  |
| number of face images for learning | images which are different from the face images for learning. |
| number of face images for evaluation | up to 500 (images per person) $\times 3($ persons $)=1500$ |
| $100($ images per person) $\times 3($ persons $)=300$ |  |

The number $L$ of features is less than or equal to $\min (N, M-1)$. As for the initial values, $t^{c}(0)=0$, $\overline{\boldsymbol{x}}(0)$ and $\overline{\boldsymbol{x}}^{c}(0)$ are arbitrary vectors, and $A(0)$ is an arbitrary matrix which satisfies $\operatorname{rank} A(0)=L$.

In (24), (25) and (26), the learning coefficient $\eta$ affects the performance of algorithms. In order to obtain fast convergence of the discriminant matrix $A(t)$, we want to set $\eta$ as larger as possible. However, if $\eta$ is too large, $A(t)$ can diverge. In Sect. 5 , it will be shown that the boundary of "acceptable" $\eta$ in (24),(25) is larger than that in (26). Thus, we can obtain fast convergence by the algorithms (24),(25).

Note that the right hand sides of (24),(25) can be calculated efficiently in the following manner for the case $M \ll N$.

1. Instead of calculating $B$ explicitly, calculate

$$
\begin{equation*}
B A=\frac{1}{M} \sum_{c=1}^{M} \boldsymbol{v}^{c}\left(\boldsymbol{v}^{c T} A\right) . \tag{27}
\end{equation*}
$$

2. Calculate $A^{T} \boldsymbol{w}$ and $A^{T} B \boldsymbol{w}=(B A)^{T} \boldsymbol{w}$.
3. Calculate $A\left(A^{T} \boldsymbol{w}\right)$ and $A\left(A^{T} B \boldsymbol{w}\right)$.
4. Calculate $B A A^{T} \boldsymbol{w} \boldsymbol{w}^{T} A=\left((B A)\left(A^{T} \boldsymbol{w}\right)\right)\left(A^{T} \boldsymbol{w}\right)^{T}$ [type I] or $A A^{T} B \boldsymbol{w} \boldsymbol{w}^{T} A=\left(A A^{T} B \boldsymbol{w}\right)\left(A^{T} \boldsymbol{w}\right)^{T}$ [type II], and $A A^{T} \boldsymbol{w} \boldsymbol{w}^{T} B A=\left(A A^{T} \boldsymbol{w}\right)\left(A^{T} B \boldsymbol{w}\right)^{T}$.

## 5. Simulation

### 5.1 Comparison with Original Online LDA

In this section, performance of online LDA algorithms is tested for face identification task (Fig.4). It is experimentally shown that the presented algorithms are about two times faster than the original one. Namely, the presented algorithms attain the same level of performance by half steps of learning compared with the original one. Type I and II show similar result.

The setting of the simulation is written in Table 1. In the simulation of the original algorithm, the updating rule


Fig. 5 Learning curves of the original algorithm ("orig") and the presented algorithms ("new0": type I, "new": type II). Upper: mean for 100 independent trials. Lower: an example of one trial. Horizontal axis: number of presented samples. Vertical axis: percentage of correct identification. Two cases $\eta=0.01$ and $\eta=0.03$ ("large eta") are shown for each algorithm. The presented algorithms have an advantage that we can take a large learning coefficient $\eta$ so as to obtain fast convergence. Type I and II show similar result. On the other hand, the original algorithm is superior with regard to the final ratio of correct identification after sufficient learning.

$$
\begin{align*}
A(t) & =A(t-1)+\eta[B(t) A(t-1) \\
& -\frac{1}{2} B(t) A(t-1) A(t-1)^{T}\left(\boldsymbol{w}(t) \boldsymbol{w}(t)^{T}+\epsilon I\right) A(t-1) \\
& \left.-\frac{1}{2}\left(\boldsymbol{w}(t) \boldsymbol{w}(t)^{T}+\epsilon I\right) A(t-1) A(t-1)^{T} B(t) A(t-1)\right] \tag{28}
\end{align*}
$$

is used instead of (26), where $I$ is the identity matrix and a regularization coefficient $\epsilon$ is a small positive number. The term $+\epsilon I$ is useful for stabilization of the algorithm [17].

The result of the simulation is shown in Figs. 5, 6. The presented algorithms have an advantage that we can take a larger learning coefficient $\eta$ so as to obtain faster convergence. On the other hand, the original algorithm is superior with regard to the final ratio of


Fig. 6 The ratio of correct identification after $t=300$ (left) and $t=1500$ (right) steps of learning. Horizontal axis is the learning coefficient $\eta$. Upper: original algorithm, middle: type I algorithm, lower: type II algorithm. The five-number summaries (minimum, first quartile, median, third quartile, and maximum) for 20 trials are displayed.
correct identification after sufficient learning. This result suggests that a part of useful information is lost during "PCA stage" in Sect. 3.1, because the variance $W$ within classes is out of consideration there.

Combination of the above advantages will be discussed in Sect. 6.

### 5.2 Comparison with Other Methods

Next, online LDA methods are compared with other "online learning" methods: (1) linear filter ${ }^{\dagger}$ (LF) and (2) three-layered feedforward neural network (NN) with sigmoid neurons $y=(1+\exp (-s))^{-1}$ [13]. The same task as table 1 is used for comparison.

Since we are interested in the case that $N$ is large, keeping and updating $O\left(N^{2}\right)$ variables are unwelcome. For this reason, we adopt gradient learning method

[^2]

Fig. 7 The ratio of correct identification by linear filter, after $t=1500$ steps of learning. Horizontal axis is $\log _{10} \eta$. Left: momentum coefficient $\mu=0$, right: $\mu=0.9$. The five-number summaries (minimum, first quartile, median, third quartile, and maximum) for 20 trials are displayed.
(backpropagation):

$$
\begin{align*}
\boldsymbol{\theta}(t+1)= & \boldsymbol{\theta}(t)+\eta \Delta \boldsymbol{\theta}(t),  \tag{29}\\
\Delta \boldsymbol{\theta}(t)= & (1-\mu) \frac{\partial\|\boldsymbol{z}(t)-\boldsymbol{f}(\boldsymbol{x}(t) ; \boldsymbol{\theta})\|^{2}}{\partial \boldsymbol{\theta}} \\
& +\mu \Delta \boldsymbol{\theta}(t-1), \tag{30}
\end{align*}
$$

where $\boldsymbol{\theta}(t)$ is the parameters of LF or NN at step $t, \boldsymbol{f}=$ $\left(f_{1}, \cdots, f_{M}\right)$ is the output of LF or NN, $\eta$ is learning coefficient and $\mu$ is momentum coefficient. The target output $\boldsymbol{z}(t)=\left(z_{1}(t), \cdots, z_{M}(t)\right)$ is defined as $z_{c}(t)=$ $\delta_{c, c(t)}$. Initial values of $\boldsymbol{\theta}$ are generated by NguyenWidrow method [14]. After learning, the guessed class for $\boldsymbol{x}$ is obtained as $\hat{c}=\arg \max _{c} f_{c}(\boldsymbol{x} ; \boldsymbol{\theta})$.

Results are shown in Figs. 7, 8, 9. Neither LF (Fig. 7) nor NN (Fig. 8) work efficiently. Though NN has potential ability to attain higher performance than OLDAs, convergence of NN is unendurably slow (Fig. 9). This slow convergence is likely to be caused by high dimensionality of the input space $\mathrm{R}^{100}$.

## 6. Concluding Remarks

Online LDA algorithms are desired in order to increase adaptability of LDA. In the present paper, new algorithms of online LDA are proposed. It is experimentally shown that the new algorithms are about two times faster than the previously proposed algorithm in terms of the number of required examples, while the latter attains better final performance than the former after sufficient steps of learning. The meaning of new algorithms are also discussed theoretically, and they are suggested to be corresponding to combination of PCA and Mahalanobis distance.

A key improvement of the presented algorithm is the fact that it is robust for choice of the learning coefficient $\eta$. By choosing a large learning coefficient, we can accelerate the learning process. A method for automatic tuning of $\eta$ is proposed in [20]. However, as for the result after presentation of many samples, the original online LDA algorithm is superior. Thus, we may


Fig. 8 The ratio of correct identification by three-layered feedforward neural networks, after $t=1500$ steps of learning. Horizontal axis is $\log _{10} \eta$. Left: momentum coefficient $\mu=0$, right: $\mu=0.9$. From upper to lower: (number of neurons in the hidden layer) $=2,5,10,20,50$. The five-number summaries (minimum, first quartile, median, third quartile, and maximum) for 20 trials are displayed. In any cases, median of identification ratio is less than 0.4.
be able to obtain a better performance by combining them. Namely, the presented algorithm is used only


Fig. 9 Examples of learning curves for three-layered feedforward neural networks with 5 neurons in the hidden layer, $\eta=0.3$, $\mu=0$. Results of 5 trials are displayed. Since only 1500 samples are available for learning, they are used repeatedly after $t=1500$. Convergence is much slower compared with online LDA.


Fig. 10 Real-time face recognition system via online LDA.
in early stage. When saturation of the performance is observed, the algorithm is switched to the original one.

Presently, the authors are constructing a real-time face recognition system for robot vision (Fig. 10). This system finds a face in a image and answer the name of the person in about 240 msec : most of the processing time is consumed not in discrimination but in finding phase (CPU: PentiumII $450 \mathrm{MHz} \times 2$, Memory: 256 Mbytes). The previous and new online LDA algorithms are used in this system.
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## Appendix: Proofs of Propositions

Proof of proposition 1: If the conditions of the proposition are satisfied, we obtain $d A / d t=A \Gamma-$ $\frac{1}{2} A \Gamma-\frac{1}{2} A \Gamma=O$
Proof of proposition 2: If the conditions of the proposition are satisfied, we obtain $d A / d t=A \Gamma-$ $\frac{1}{2} A \Gamma^{T}-\frac{1}{2} A \Gamma=O$.
Proof of proposition 3: From the condition

$$
\frac{d A}{d t}=B A-\frac{1}{2} B A A^{T} W A-\frac{1}{2} A A^{T} W B A=O
$$

we obtain $B A\left(2 I-A^{T} W A\right)=A\left(A^{T} W B A\right)$. Here, the inverse of the $L \times L$ matrix $\left(2 I-A^{T} W A\right)$ exists because of the condition that $A^{T} W A$ does not have an eigenvalue 2 . Thus $B A=A \Gamma$ holds when $\Gamma=\left(A^{T} W B A\right)\left(2 I-A^{T} W A\right)^{-1}$. In addition, putting $B A=A \Gamma$ into (A•1) and multiplying $A^{T}$ from left, we obtain $\left(A^{T} A\right) \Gamma\left(A^{T} W A-I\right)+\left(A^{T} A\right)\left(A^{T} W A-I\right) \Gamma=O$. This means (14) when $\operatorname{rank} A=L$, because $\left(A^{T} A\right)^{-1}$ then exists.
Proof of proposition 4: From the condition

$$
\frac{d A}{d t}=B A-\frac{1}{2} A A^{T} B W A-\frac{1}{2} A A^{T} W B A=O,
$$

we obtain $B A=A\left(\frac{1}{2} A^{T}(B W+W B) A\right)$. Thus $B A=$ $A \Gamma$ holds and $\Gamma$ is symmetric when $\Gamma=\frac{1}{2} A^{T}(B W+$ $W B) A$. In addition, (14) is proved in a similar way as the proof of Proposition 3 when $\operatorname{rank} A=L$. Now we introduce a lemma:

Lemma 1: Let $Z=\left(z_{i j}\right)$ and $H=\left(h_{i j}\right)$ be square matrices of same dimension. If $Z H+H Z=O$ and $H$ is symmetric positive semi-definite, $Z H=H Z=O$.
(Proof of Lemma: We can assume that $H$ is diagonal without loss of generality, by putting $Q^{T} Z Q$ and $Q^{T} H Q$ as $Z^{\prime}$ and $H^{\prime}$ respectively for a certain orthogonal matrix $Q: H=\operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{n}\right)$ and $\lambda_{1}, \cdots, \lambda_{n} \geq$ 0 . Then $(Z H+H Z)_{i j}=\left(\lambda_{i}+\lambda_{j}\right) z_{i j}=0$ means $\lambda_{i}=\lambda_{j}=0$ or $z_{i j}=0$. Therefore, $(Z H)_{i j}=\lambda_{j} z_{i j}=0$ for all $i, j$.)
Applying this lemma to (14), we obtain (15) because $\Gamma$ is guaranteed to be symmetric positive semi-definite.

This guarantee is derived as follows: Since $\Gamma$ is symmetric, there exists an orthogonal matrix $Q$ and a diagonal matrix $D=\operatorname{diag}\left(d_{1}, \cdots, d_{l}\right)$ such that $\Gamma=Q^{T} D Q$. Then, $B A^{\prime}=A^{\prime} D$, where $A^{\prime}=A Q^{T}$. This implies that $d_{1}, \cdots, d_{l}$ are the eigenvalues of $B$. Since $B$ is symmetric positive semi-definite, $d_{1}, \cdots, d_{l} \geq 0$. Therefore, $\Gamma$ is positive semi-definite.
Finally, if $\operatorname{rank}(B A)=L, \operatorname{rank} \Gamma$ must be $L$ since $B A=A \Gamma$. Then $\Gamma^{-1}$ exists and $A^{T} W A=I$ is derived from (15).
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