One-parameter family of nonlinear dynamics for online linear discriminant analysis
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Abstract—A novel variation of online linear discriminant analysis (OLDA) is proposed based on an one-parameter family of nonlinear dynamics. Both previously proposed dynamics for OLDA and Oja's dynamics for principal component analysis are special cases in this family. With regard to this family, fixed-points and their stability are analyzed. The dependence of discrimination performance on the parameter is also studied experimentally.

I. Introduction

Linear discriminant analysis (LDA) has been applied extensively, e.g. for face identification [8][9]. However, LDA is poor at adaptivity. This is because LDA is a batch learning algorithm. Indeed, we have to recalculate the discrimination matrix \( A \) every time when we add new data to update the identification system. This calculation is heavy for high dimensional data such as face images.

Recently, the authors have proposed an online version of LDA [11], which is referred to online LDA (OLDA). By OLDA, the face identification system can be updated with low computational cost when new additional images are presented. Hence OLDA has the ability of adaptation to the change of environment. OLDA also has an advantage that huge matrices never appear in its calculation.

Though iterative algorithms have been proposed\(^1\) for neural network based LDA [6][5], they are not sufficiently “online”. Since those algorithms keep \( n^2 \times n^2 \) matrices when the image size is \( n \times n \), they require \( O(n^4) \) time for one step updating and \( O(n^4) \) memory. In contrast to [6][5], our OLDA algorithm requires only \( O(n^2 ML) \) time for one step updating and \( O(n^2 M) \) memory, where \( M \) and \( L \) are the number of classes and features, respectively. Note that \( n^2 \gg M > L \) in typical cases of face identification tasks.

In the present paper, we will propose a novel OLDA algorithm based on an one-parameter family of matrix dynamics. The first algorithm [11] is a special case of it. Moreover, Oja’s dynamics for online principal component analysis (PCA) can be viewed as another special case of it.

II. One-parameter family of matrix dynamics

To determine the discrimination matrix \( A \) in LDA, we have to solve a generalised eigenvalue problem. Let \( B \) and \( W \) be the \( N \times N \) variance matrices “between classes” and “within classes” respectively. Then, we have to find an \( N \times L \) matrix \( A_{\text{sol}} \) and an \( L \times L \) symmetric matrix \( \Gamma \) which satisfy

\[
BA_{\text{sol}} = WA_{\text{sol}}\Gamma, \\
A_{\text{sol}}^TW A_{\text{sol}} = I,
\]

where \( I \) is the identity matrix.

In order to obtain the solution \( A_{\text{sol}} \) iteratively, the following matrix dynamics is discussed in the present study:

\[
\frac{d}{dt} A(t) = BA(t) - \alpha BA(t)A(t)^TW A(t) \\
\quad \quad - (1 - \alpha)WA(t)A(t)^TW A(t),
\]

where \( \alpha \in \mathbb{R} \) is a parameter.

III. Main theorems

With regard to the one-parameter family of matrix dynamics (2), the following theorems are proved.

Theorem 1 All the solutions of (1) are fixedpoints of (2).

Theorem 2 Suppose that \( \text{rank}B \geq L \) and \( \alpha = 0 \). Then all the stable fixedpoints of (2) are solutions of (1).

Theorem 3 Suppose that \( \text{rank}B \geq L \) and \( \alpha > 0, \alpha \neq 1 \). If \( A \) is a stable fixedpoint of (2) and \( A \) is not a solutions of (1), the eigenvalues \( \omega_1, \ldots, \omega_L \) of \( A^TW A \) must satisfy \( \omega_k = 1 \) or \( \omega_k \geq 1/\alpha \ (k = 1, \ldots, L) \).
Theorem 1 suggests that the dynamics (2) can be used to solve the generalized eigenvalue problem (1). Theorem 2 shows that there is no "spurious" solution when \( \alpha = 0 \). Theorem 3 shows that the spurious solutions exists only in a region which is "far" from \( O \) compared with the "true" solutions, when \( 0 < \alpha < 1 \). This is because the true solutions satisfy \( A^T W A = I \).

Thus, as for spurious solutions, smaller \( \alpha \) is better. Especially, \( \alpha = 0 \) is a direct extension of Oja's dynamics for online PCA [1] and this dynamics has no spurious solution.

On the other hand, as for convergence speed, it is experimentally observed that positive \( \alpha \) is superior. This will be discussed later.

IV. Derived OLDA algorithm

From the dynamics (2), following OLDA algorithm is derived.

At every time step \( t = 1, 2, 3, \ldots \), a new pair \((s(t), c(t))\) is presented, where \( s(t) \) is an \( N \)-dimensional data vector, \( c(t) \in \{1, \ldots, M\} \) is the class of \( s(t) \), and \( M \) is the number of classes. Based on this pair, auxiliary variables and the \( N \times L \) discrimination matrix \( A \) are updated as follows:

\[
\begin{align*}
t^c(t) &= t^c(t-1) + \delta(c, c(t)), \\
\tilde{s}(t) &= \left(1 - \frac{1}{t} \right) \tilde{s}(t-1) + \frac{1}{t} s(t), \\
\tilde{s}^c(t) &= \begin{cases} 
\frac{1}{t^c(t)} \tilde{s}^c(t-1) + \frac{1}{t^c(t-1)} s(t) & (c = c(t)), \\\n\tilde{s}^c(t-1) & (c \neq c(t)),
\end{cases} \\
v^c(t) &= \tilde{s}^c(t) - \tilde{s}(t), \\
w(t) &= s(t) - \tilde{s}^c(t), \\
y^c(t) &= A(t-1)^T v^c(t), \\
n(t) &= A(t-1)^T w(t), \\
F(t) &= \frac{1}{M} \sum_{c=1}^M v^c(t) y^c(t)^T, \\
g(t) &= \frac{1}{M} \sum_{c=1}^M y^c(t) (y^c(t)^T n(t)), \\
A(t) &= A(t-1) + \eta \left[ F(t) - \alpha F(t) n(t) n(t)^T \right] \\
&\quad - (1 - \alpha) w(t) g(t) - \alpha \epsilon F(t) A(t-1) (A(t-1)^T F(t)) \\
&\quad - (1 - \alpha)\epsilon A(t-1) (A(t-1)^T F(t)) \Bigg], \tag{12}
\end{align*}
\]

where the parameter \( \alpha \) is corresponding to \( \alpha \) in (2), the learning coefficient \( \eta \) is a small positive number, and the regularisation coefficient \( \epsilon \) is also a small positive number. The number \( L \) of features is less than or

equal to \( \min(N, M - 1) \). Note that the covariance matrix \( W(t) = \frac{1}{t} \sum_{\tau=1}^t w(\tau) w(\tau)^T \) within classes is replaced with the instantaneous value \( w(t) w(t)^T \). Such replacement is justified by the theory of stochastic approximation [7]. As for the initial values, \( t^c(0) = 0, \tilde{s}(0) \) and \( \tilde{s}^c(0) \) are arbitrary vectors, and \( A(0) \) is an arbitrary matrix which satisfies \( \text{rank} A(0) = L \).

V. Experimental results

We have applied the above OLDA algorithm to face image identification for 4 persons. The performance is evaluated for test samples after \( t = 400 \) steps of iterations (Fig. 1).

![Figure 1: Performance of the proposed method for each \( \eta \) and \( \alpha \). Stability is improved around \( \alpha = 1 \).](image)

It is experimentally shown that stability for large learning coefficient is improved around \( \alpha = 1 \). Moreover, the problem of spurious solutions turns out to be negligible if we take an initial matrix \( A(0) \) near the zero matrix \( O \).

VI. Discussion

The reason of the slow convergence for \( \alpha \leq 0 \) is not clearly understood at now. This point must be studied further. A key will be the fact that \( w(t) g(t)^T \) has much larger variance than \( F(t) n(t) n(t)^T \) in (12).

Another unclear point of the present study is the question whether the dynamics (2) can be derived from potential functions. The authors have only partial results. For the case \( \alpha = 1/2, (2) \) is derived as

\[
\begin{align*}
d\alpha_i/dt &= (1/2) (\partial \phi(A)/\partial \alpha_i), \tag{13} \\
\phi(A) &= \text{Tr} \left[ A^T B A \left( I - \frac{1}{2} A^T W A \right) \right]. \tag{14}
\end{align*}
\]

For the case \( \alpha = 0, (2) \) is derived similarly by another potential function

\[
\psi(A) = \log \det [A^T B A] - \text{Tr}[A^T W A] \tag{15}
\]
together with a metric
\[ \langle \Delta A_1, \Delta A_2 \rangle_A = \text{Tr} [ \Delta A_1^T \Delta A_2 (A^T BA)^{-1} ]. \] (16)
Note that Oja’s dynamics [1] is a special case of (2) with \( \alpha = 0 \) and \( W = I \).

VII. Conclusion
A novel variation of online linear discriminant analysis (OLDA) is proposed based on an one-parameter family of nonlinear dynamics. Both previously proposed dynamics for OLDA and Oja’s dynamics for principal component analysis are special cases in this family. It is theoretically shown that (a) when the parameter \( \alpha = 0 \), no “spurious solution” exists, and (b) when \( 0 < \alpha < 1 \), spurious solutions exist only in a region which is “far” from \( O \) compared with the “true” solutions. On the other hand, it is experimentally shown that stability for large learning coefficient is improved around \( \alpha = 1 \).
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Appendix: Proofs of theorems

Proof of theorem 1: Trivial.

Lemma 1 Let \( J_B = A^T BA \) and \( J_W = A^T WA \). Then \( J_B J_W = J_W J_B = J_B \) if \( A \) is a fixedpoint of (2).

Proof: Multiplying \( A^T \) from left of (2), we obtain
\[ \alpha J_B (I - J_W) + (1 - \alpha) (I - J_W) J_B = O. \] (17)
Then, by adding (17) and the transpose of (17), we obtain
\[ J_B (I - J_W) + (I - J_W) J_B = O. \] (18)
This means \( J_B (I - J_W) = (I - J_W) J_B = O \), because both \( J_B \) and \( I - J_W \) are symmetric. Thus \( J_B J_W = J_W J_B = J_B \).

Corollary 1 By rotating the coordinate system in \( R^L \), we can assume
\[ J_B = \text{diag}(\beta_1, \cdots, \beta_L), \] (19)
\[ J_W = \text{diag}(\omega_1, \cdots, \omega_L), \] (20)
\[ \beta_1 \geq \cdots \geq \beta_K > 0, \] (21)
\[ \beta_{K+1} = \cdots = \beta_L = 0, \] (22)
\[ \omega_1 = \cdots = \omega_K = 1, \] (23)
\[ \omega_{K+1} \geq \cdots \geq \omega_L \geq 0, \] (24)
without loss of generality.
Lemma 2  The following conditions are equivalent when $\alpha \neq 1$:

1. $A$ is a fixedpoint of $(2)$.

2. $A$ satisfies

\begin{align}
BA &= WAJ_B, \quad (25) \\
J_B &= J_W J_B = J_B J_W. \quad (26)
\end{align}

Proof: ($\leftarrow$) Trivial. ($\Rightarrow$) Let $A = (a_1, \cdots, a_L)$. When $A$ is a fixedpoint, lemma 1 and its corollary hold. Then, from (2), $(BA - WAJ_B)(I - \alpha J_W) = O$. Thus, $BA_k = \beta_k Wa_k$ if $\omega_k \neq 1/\alpha$. Moreover, $BA_k = \beta_k Wa_k$ also holds if $\omega_k = 1/\alpha \neq 1$, because $\beta_k = 0$ in this case. Note that $BA_k = 0$ and $\beta_k = a_k^T BA_k = 0$ are equivalent since $B$ is symmetric.

Proof of theorem 2 and 3: Let $\hat{A}$ be a “spurious” solution, namely, $\hat{A}$ is a fixedpoint of $(2)$ and $\hat{A}$ is not a solution of $(1)$. Then lemma 1 and its corollary hold.

Now we can take a basis $\{e_1, \cdots, e_N\}$ which satisfies $Be_k = \beta_k We_k$, $\hat{A} = (e_1, \cdots, e_L) \text{diag}(\sqrt{\omega_1}, \cdots, \sqrt{\omega_L})$, and $e_k^T We_k' = 1(k = k')$, $0(k \neq k')$. Suppose that $\omega_1 = \cdots = \omega_K = 1$ and $\omega_{K+1}, \cdots, \omega_L \neq 1$. For simplicity of description, we only show here a discussion for the case that $\beta_1, \cdots, \beta_N$ are different each other except that $\beta_{K+1} = \cdots \beta_L = 0$.

Let $A = \{AC \mid C$ is an arbitrary $L \times L$ matrix}. Note that there exists a neighborhood $U$ of $\hat{A}$ such that all the fixedpoints in $U$ belong to $A$. In order to observe the distance between $A(t)$ and $\hat{A}$, we define the metric $(F, G) \equiv \text{Tr} F^T G$.

Let $\Delta A(t) = A(t) - \hat{A}$ and $\Delta A(0) = (0, \cdots, 0, ee_H)$, where $H$ satisfies $L + 1 \leq H \leq N$ and $\beta_H > 0$. The existence of such $H$ is guaranteed from assumptions.

Since $\hat{A}^T WA(0) = O$, $\hat{A} \equiv d\Delta A/dt|_{t=0} = \beta_H (1 - a_H^T) W \Delta A(0) + o(e)$. Hence $\langle \hat{A}, \Delta \hat{A} \rangle \approx 0$ for all $\hat{A} \in A$, namely, $\Delta \hat{A}$ is orthogonal to $\Delta$.

Moreover, $d(\Delta A(t), \Delta A(t))/dt|_{t=0} \approx \beta_H (1 - a_H^T) e^2 > 0$ for sufficiently small $e$ if $\alpha = 0$ or $\omega_L < 1/\alpha$. Thus the theorems are proved. ■