Online LDA which can perform both successive learning and incremental learning
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Abstract

Adaptability is a desired property for the computation in coming years. In particular, adaptability is important for face identification because change of situations can occur in various cases. For face identification, linear discriminant analysis (LDA) is applied extensively [8][9]. However, LDA is poor at adaptability.

Recently, the authors have proposed an online version of LDA [11], which is referred to online LDA (OLDA). By OLDA, the face identification system can be updated with low computational cost when new additional images are presented. Hence OLDA has the ability of adaptation to the change of environment. OLDA also has an advantage that $N \times N$ matrices never appear in its calculation when the number of pixels in each image is $N$.

In the present paper, we will show experimental results that OLDA works efficiently for both two typical scenarios of the change of situations, successive learning and incremental learning.
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1 Introduction

Adaptability is a desired property for the computation in coming years. In particular, adaptability is important for face identification because change of situations can occur in various cases. The following are a few examples: (a) The number of persons to be identified may increase or decrease. (b) The frequency of each person may change as time passes. (c) The face itself can change. That is, a person may begin to use glasses one day. (d) Image condition can change. For example, low contrast images may increase when the rainy season has set in.

For face identification, linear discriminant analysis (LDA) is applied extensively [8][9]. However, LDA is poor at adaptability. This is because LDA is a batch learning algorithm. Namely, LDA is designed in the follow manner: (1) all sample images are given at once, (2) the discriminant matrix $A$ is calculated for the sample images, and then (3) identification is performed by use of $A$. Owing to this design, we have to re-calculate $A$ every time when we add new data to update the identification system. This calculation is heavy for high dimensional data such as face images.

When the situation changes gradually or suddenly, one time learning is not sufficient and additional learning is indispensable for adaptability. Thus the identification system must have the ability to learn new data and update itself with small calculations. Such an algorithm that has this ability is called online learning algorithm. As we have mentioned above, conventional LDA is not online learning.

Recently, the authors have proposed an online version of LDA [11], which is referred to online LDA (OLDA). By OLDA, the face identification system can be updated with low computational cost when new additional images are presented. Hence OLDA
has the ability of adaptation to the change of environment. OLDA also has an advantage that $N \times N$ matrices never appear in its calculation.

In the present paper, we will show experimental results that OLDA can perform both successive learning and incremental learning.

A scenario of successive learning is as follows (Figure 1).

1. Face images of three persons A, B, and C are presented to the identification system in random order. After leaning of these examples, the system can identify A, B, and C.

2. Suddenly, a new person D appears. At this time, the system cannot identify D.

3. From this time, all the four persons A, B, C, and D are presented. After some transient period, the system can identify A, B, C, and D.

successive learning:

\[ A, B, A, C, C, B, A, B, C, \ldots \]
\[ \Rightarrow D, C, A, A, D, B, C, A, C, D, B, A, C, B, D, \ldots \]

incremental learning:

\[ A, B, A, C, C, B, A, B, C, \ldots \]
\[ \Rightarrow D, D, D, \ldots \]

Figure 1: Comparison between successive learning and incremental learning

On the other hand, in a scenario of incremental learning, the last stage is changed as follows.

3'. Then the last person D is presented repeatedly.

After some transient period, the system can identify A, B, C, and D.

2 Face identification via LDA

The procedure of identification via LDA is as follows. Suppose that we are trying to identify face images of $M$ persons by extracting $L$ features \(^{1}\) from each image. If the image is $n \times n$ size, it is represented by an $N = n^2$-dimensional vector $\mathbf{z}$. Let the discriminant matrix $A$ be an $N \times L$ matrix. Before the identification, the mean face $\bar{z}^c$ of each person $c$ is transformed to the $L$-dimensional feature vector $\bar{y}^c = A^T \bar{z}^c$, $c = 1, \ldots, M$. When a new image $\mathbf{z}$ is presented, its feature vector $\mathbf{y} = A^T \mathbf{z}$ is calculated and the nearest vector $\bar{y}^c$ among $\bar{y}^1, \ldots, \bar{y}^M$ is selected. Then the image $\mathbf{z}$ is guessed to be the person $c$.

To obtain accurate identification, selection of $A$ is critical. LDA is a method to select an appropriate $A$.

In the conventional LDA, the discriminant matrix $A$ is determined by use of the solution of a generalized eigenvalue problem. This calculation is heavy when the image size $N$ is large. Therefore, in a time-varying situation, conventional LDA is not suitable. Indeed, when we add new data and update the identification system, we have to re-calculate a generalized eigenvalue problem every time. Thus, online version of LDA is demanded.

Though iterative algorithms have been proposed\(^2\) for neural network based LDA \([6][5]\), they are not sufficiently “online”. Since those algorithms keep $N \times N$ matrices, they require $O(N^3)$ time for one step updating and $O(N^2)$ memory. These computational costs are still too large to update the system on the fly.

3 OLDA algorithm

3.1 Basic form

At every time step $t = 1, 2, 3, \ldots$, a new pair $(\mathbf{z}(t), c(t))$ is presented, where $\mathbf{z}(t)$ is an $N$-dimensional data vector, $c(t) \in \{1, \ldots, M\}$ is the class of $\mathbf{z}(t)$, and $M$ is the number of classes. Based on this pair, auxiliary variables are updated as fol-

\(^{1}\)Since $M$ mean faces span an $(M - 1)$ dimensional hyperplane, $L$ is set to be at most $L - 1$. It is redundant to choose $L \geq M$.

\(^{2}\)The original algorithm in [5] is a batch learning. However, we can easily modify it to an iterative learning by replacing the calculation of the standard deviation in [5] with an iterative one.
Then, calculate each term in (7),

\[ BA = \frac{1}{M} \sum_{c=1}^{M} v^c (A^T v^c)^T, \]  

\[ BAA^T w w^T A = ((BA)u)u^T, \]  

\[ w w^T AA^T BA = w(u^T (A^T BA)), \]  

\[ BAA^T A = (BA)(A^T A), \]  

\[ AA^T BA = A(A^T BA). \]  

4 Experimental results

In this section, performance of online LDA algorithms is tested for face identification task (Fig. 2). In the present paper, we will show experimental results that OLDA can perform both successive learning and incremental learning.

Figure 2: A sample image for the simulation (left: original, right: reduced to 10 x 10)

The setting of the simulation is written in Table 1. Face images of three persons A, B, and C are prepared for the simulation. In the first half, for both the successive learning and the incremental learning, face images of two persons A and B are presented in a random order. Then, a new person C is added for the latter half. For the successive learning, face images of three persons A, B, and C are presented in a random order. On the other hand, for the incremental learning, face images of only the third person C are presented in a random order. Through the simulation, the correct identification ratio is evaluated on every 10 samples. Different image sets of same persons are used for the learning and the evaluation. The result of the simulation is shown in Fig. 3 and Fig. 4.
<table>
<thead>
<tr>
<th>task</th>
<th>identification of face images</th>
</tr>
</thead>
<tbody>
<tr>
<td>data vector $x(t)$</td>
<td>face images under various illumination conditions</td>
</tr>
<tr>
<td>(front view, 256 level gray scale, normalized to $[-1, +1]$)</td>
<td></td>
</tr>
<tr>
<td>size of $x(t)$</td>
<td>$N = 10 \times 10 = 100$ (pixels)</td>
</tr>
<tr>
<td>number of classes to be identified</td>
<td>first half: $M = 2$ (persons), latter half: $M = 3$ (persons)</td>
</tr>
<tr>
<td>number of features</td>
<td>$L = M - 1$ (number of columns in $A$)</td>
</tr>
<tr>
<td>initial values of elements in $A$</td>
<td>random values from the uniform distribution on $[-0.001, +0.001]$</td>
</tr>
<tr>
<td>learning coefficient</td>
<td>$\eta = 0.01$</td>
</tr>
<tr>
<td>regularization coefficient</td>
<td>$\epsilon = 0.01$</td>
</tr>
<tr>
<td>procedure of learning</td>
<td>Face images for learning is presented in a random order.</td>
</tr>
<tr>
<td>number of face images for learning</td>
<td>— first half —</td>
</tr>
<tr>
<td></td>
<td>$500$ (images per person) $\times 2$ (persons) $= 1000$</td>
</tr>
<tr>
<td></td>
<td>— latter half —</td>
</tr>
<tr>
<td></td>
<td>$\text{successive: } 500$ (images per person) $\times 3$ (persons) $= 1500$</td>
</tr>
<tr>
<td></td>
<td>$\text{incremental: } 1500$ (images per person) $\times 1$ (persons) $= 1500$</td>
</tr>
<tr>
<td>procedure of evaluation</td>
<td>The ratio of the correct identification is evaluated for face images which are different from the face images for learning.</td>
</tr>
<tr>
<td>number of face images for evaluation</td>
<td>— first half —</td>
</tr>
<tr>
<td></td>
<td>$100$ (images per person) $\times 2$ (persons) $= 200$</td>
</tr>
<tr>
<td></td>
<td>— latter half —</td>
</tr>
<tr>
<td></td>
<td>$100$ (images per person) $\times 3$ (persons) $= 300$</td>
</tr>
<tr>
<td>number of trials</td>
<td>$100$ independent trials with different random seeds</td>
</tr>
</tbody>
</table>

Despite that only the third person C is presented in the incremental learning, deterioration of performance is small (Fig. 5). Note that the identification ratio for the latter half in the simulation is evaluated for all three persons A, B, and C.

### 5 Conclusion

In the present paper, it is experimentally shown that OLDA can perform both successive learning and incremental learning. In the case of successive learning, OLDA can adapt to the new situation. On the other hand, in the case of incremental learning, OLDA can keep high performance even for the persons who are not presented for long time.
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Figure 3: Mean learning curves of the successive learning and the incremental learning for 100 independent trials. Horizontal axis: number of presented samples. Vertical axis: percentage of correct discrimination.

Figure 4: Learning curves of the successive learning and the incremental learning for one trial. Horizontal axis: number of presented samples. Vertical axis: percentage of correct discrimination.


[12] Kazuyuki Hiraoka, Ken-ichi Hidai, Masashi Hamahira, Hiroshi Mizoguchi, Takaomi Shige-


Figure 5: Histogram of the final identification ratio after 2500 steps of learning. Horizontal axis: percentage of correct discrimination. Vertical axis: frequency in 100 trials.
