Interpolation on data with multiple attributes by a neural network
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Abdract: High-dimensond data with two or more
atributes are congdered. A typicd example of such
data is face images of vaious individuds and
expressons. Inthese casss, collecting acomplete data
st isoften difficult Snce the number of combinations
canbelarge

In the present study, the authors propase a method to
etimae a missng atribute data from other data, If
this becomes possible, the pettern recognition of
robust multiple atributesis expectable.

Thekey of thissubject isgppropriate extraction of the
dmilarity thet the face images of same individud or
same expresson have.

Begin, modd [1] is a modd thet redizes the above
key feature. However, experiments on gpplication of
biliner modd to dasdfication of face imeges
resulted in low performance[2].

Then, in this research, a nonlinear modd on aneurd
network is adopted and ussfulness of this modd is
experimentally confirmed.

1Introduction

Red-world data often have two or more dtributes
For example face imeges have dtributes
“individud”, “expression”, and so on. By the method
of recognizing each atribute independently, the
relevance between databecomeslow. It cannot utilize
effectivdy theinformation which datahave.

Then, a method of teking both atributes into
congderation is desrable We can expect more
efficient face recognition with such amethod.

However, there are problems in this technique. It is
obvious thet the dructure of this method is more
complicated then the combination of dassfiers for
sngle atribute Furthermore, data for Al
combinations of multiple attributes must be prepared,
and therefore collection of deta is difficult in redlity
from a physicd factor. Then, in this research, we
study interpolation of data for missing combinations
of attributes

2 Themodd of high-dimengonal datawith
two attributes

In many cases, we can expect that high-dimensond
data (eg. face images) lie on a low-dimensond
surface S (Fig. 1). Then, the data can be expressed by
the shape of S and smdl number of parameters that
specify alocionon S,

Fgure 1. Low-dimensiond surface Sin
high-dimensond dataspace



The following modeds are conddered based on this
view.

1) Express each atribute of given high-dimensiona
datax by alow-dimendond vector. (Expresson part)
2) Reproduce the origind data x from the vector
expressonsobtained in 1). (Reproduction part)

An atribute is mapped into a low-dimensond
andog vaue vector & an expresson part. Thereby, in
the data of any combination, expressons become
possible

Parameters of the modd are adjusted s0 that the
exiding daa can be reproduced. And if this
determined modd is used, the data of the
combinaion of the mising atribute can be
presumed.

This gructure has been proposed as the bilinear
modd by [1]. Since the form of a low dimensiond
surface S and specification of alocation on Sareboth
regricted, the bilineer modd has an advantege that
only smdl amount of cdculations are required for
parameter fitting. However, when the bilinear modd
was goplied to recognition of the individud and
expresson of a face images, only low peformance
was obtaned for dasdfication. [2] Because
digtribution of face images in the image space is not
necessaxily linear.

3 Proposed methods

Then, in this research, the biliner modd is
extended S0 that nonlinear relaions can be expressed.
In order to redize generd nonlinear functions, a
method based on a neurd network is proposed. The
neurd network thet is used in this research hes
four-layers (Fg. 2)

1) Input layers

These arelayersthat recave the attributes of the data
Only theith ingredient of an aitribute value is 1, and
other ingredients are expressed by vdue 0. For

example thedata“3" is[0010].

2) Expressonlayers

These are the layers tha trandform data from the
input layersto low-dimensond vectors

3) Hidden layer

Data is combined from the low dimenson vector
obtained in the expresson layers.

4) Output layer

It isthe layer connected to the output of this system.
The output of thislayer is reproduced datax which is
an esimation of theorigind datax.
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Fgure 2: Thefour-layered neurd network for the
proposed method

In the above dructure 1) and 2) correspond to the
expresson part in the previous section, while as 3)
and 4) have undertaken the role of a regppearance
part. For training of this network, data x with labels
s,c of two attributes are presented.

By the way, when experimenting by the neurd
network, in one trid, weights cannot be adjusted in
many cases to a dedrable vaue In other words; it
sometimes converges on a patia solution or the
wrong vdue plentifully. Then, severd trids are
performed and the average of the results detaistaken.
Thereby, the accuracy will improve.

4 Experiment on faceimagedata

An experiment on face images was conducted.
Twelveimages of four persons and three expressions
were prepared (Fig. 3). The Sze of each imege is
72X72 pixds.



In this expeiment, this face imege data was
compressed into ten dimendons usng Principa
Component Andyds. It experimented by meking
them into study data. In addition, for one of twelve
datais used for presumption, it is not used for studly.
(Fg4). Tablelisasaup of theneurd network thet
used in thisexperiment.

Fig. 5 shows the presumed result in one-shat trids

Figure 6: The presumed resullt in the average vaue of

thedaafor every trid

Table 1: A setup of aneurd network usedinthe

and Fig. 6 shows the average vaue of the presumed sSmulation
result in each trid. The aror of the data used for The number of neurons of
study and Fig. 6 was taken. Moreover, the error of Thenumbe of atribtes anouput layer 2
Fig. 4 and Fig. 6 was teken. Then, the error of Fig. 4 Thekind of attribute 1 Sudy rate 01
and Fig. 6 is the minimum, and in other words, this Thekind of atfibue Moment coefficient 09
hes sucoeeded in presumption. The number of neurons of The number of times of

an expression layer study 50000

The number of neurons of

an hidden layer 20

5Condusions

When datawith two or more attributes was given, the
technique of complementing data with the
combination of the aitribute that was missing from
data with the combingtion of the given attribute was
proposed. A neurd network is used for the proposad
method. It is a nonlinear extendon of the exiding
bilinear modd. It experimented using the face image.
At this time, the good result was obtained by usng
the average vdue of apresumed vaue asdata

Fgure 3:Thefaceimage used for the experiment

Fgure4: Theface datato presume
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Fgure5: The presumed result for every trid



