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Abstract:

Real-world objects often have two or more significant
attributes. For example, face images have attributes of
persons, expressions, and so on. Even if we are inter-
ested in only one of those attributes, additional infor-
mations on auxiliary attributes can help recognition of
the main one.

In the present paper, the authors propose a method
for pattern recognition with double attributes. A pair
of classifiers are combined: each classifier makes a guess
of its corresponding attribute, and it tells the guess to
the other as a hint. Equilibrium point of this iteration
can be calculated directly without iterative procedures.

1. Introduction

Pattern recognition on one attribute has been stud-
ied widely[2]. However, real-world problems often have
two or more attributes. For example, face images have
attributes of persons, expressions, and so on. Even if we
are interested in only one of those attributes, additional
informations on auxiliary attributes can help recogni-
tion of the main one. In the present paper, the authors
propose a method for pattern recognition with double
attributes.

1.1 Task

As training samples, n vector data (1),--- ,x(n) are
presented. In addition, double attributes (s, ¢) for each
x are also presented:

x(t) = (z () an(t)" € RY, (1)
s(t) € S = {1, 5} (2)
e(t) €C={ -, 3)
(t=1,- )7 (4)

where T denotes matrix transposition. Then, a new
datum x is presented and estimation of its attributes
(s, ¢) is required.

A solution for this task has been proposed in [1] for
the case that the whole data can be approximated by the
bilinear model. In the present paper, different approach
is proposed for general cases.

1.2 Naive methods

Naive methods for this problem are shown in Fig. 1:

o Combined approach: Consider the pair (s, c) as one
complex label, and construct a classifier for SC
classes.
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Figure 1. Comparison among naive methods and the
proposed method

o Separated approach: Construct two independent
classifiers, one for s and one for c.

o Hierarchical approach: First, construct a classifier
for s, and then construct “expert” classifiers for c.
Each expert is specialized to one s.

They have a drawback that they do not use the structure
of the task efficiently.

Combined approach requires many samples since the
number SC of classes can be large and sufficient samples
are required for each class. This is caused from lack of
use of the fact that samples of classes (s,¢’) and (s, ¢)
often have some information on the class (s, c).

Separated approach is opposite in the sense that it ig-
nores given label ¢ for classification of s and vice versa.
Unfortunately, the distribution of samples in class s is
different according to ¢ in many cases and then sepa-
rated approach is inadequate.

Hierarchical approach looks more feasible. However,
it lacks feedback from the guess of ¢ to the guess of s.
Then it has disadvantages which are similar to separated
approach for s and to combined approach for c.



2. Proposed method

Suppose that we have a pair of classifiers
f(QJ,C) - (fl(xvc)w" afS(wac)) and g($a5) -
(gl($7s)7 s 7gC(w78))7 where fs(w7c) and gc(w7s) are

estimations of conditional probabilities p(s|x,c) and
p(clx, s), respectively. The classifier f is trained for
combined input (x(t), ¢(t)) and simple output s(t), while
g(t) is for (x(t),s(t)) and ¢(t). These f and g are black-
boxes throughout the proposed method: arbitrary clas-
sifiers can be used for f and g as far as they output
conditional (posterior) probabilities of classes (Fig. 1).

For a new datum x, we want to obtain p(s|x) and
p(c|x) from the estimated p(s|x,c) and p(c|x,s). Note
that p(s|x) and p(c|x) satisfy

C

p(sl) = Y p(slz,c)p(clz), (5)
s

plelz) = > plclz,s)p(s|). (6)

These equations lead us to Markov chains naturally. Let

p(s =1lx,c=1) p(s =1z, c=C)

P : : (7)

p(s = Sle,e=C)
plc=1lz,s=15)

p(s=Sle,c=1)
plc=1lz,s =1)

plc=Clz,s=1) plc=Clz,s =195)

Then, the goal values

(s = S|z))",
,p(c=Clz))"

(9)
(10)

(b5 = 1le)
(b =1[),

p
q

s

are invariant distributions of Markov chains whose tran-
sition matrices are P@Q and @QP, respectively, since
q = @Qp and p = Pq. These p, q are directly obtained
as the solution® of

(PQ—1I)p 0, (11)
(@P—-I)g = O, (12)
1"p=1Tq = 1, (13)

1 = (1,...,0)7, (14)

without iterative procedures. Finally, the results of clas-
sification

s _ 1
3 arg max p(s|z), (15)
¢ = argmaxp(c|x) (16)

ceC

are output.

lExistence of solution is guaranteed since PQ and QP are
stochastic matrices, while uniqueness of solution is not guaran-
teed in general.

(8)

3. Experiment
3.1 Task

The proposed method is examined for basic artificial
tasks (Fig. 2, 3: left). Parameters of the task are shown
in Table 1, where I denotes the identity matrix.

Table 1. Parameters of experiments

number of classes (5,C) =(3,3)
number of samples n=>50x S5 x C =450
dimension of data x N=2
within-class
distribution of data x Gaussian
(within-class variance) (V =0.321)
classifiers fs, g Fisher linear discriminant

dimension of projected

discriminant space L=1or?2

3.2 Classifier

Classifier f for these experiments consists of three
“experts” f(-,1), f(-,2), f(-,3) which correspond to
c = 1,2,3, respectively. These experts are indepen-
dently trained with only samples which have corre-
sponding value of ¢(¢). Assuming that within-class dis-
tribution of x(t) in each (s,c) is Gaussian with a com-
mon unknown variance matrix V', we use Fisher linear
discriminant[2] as each expert. Classifier g is also con-
structed similarly.

3.3 Result

Results of experiments are shown in Fig. 2, 3 (middle
and right). In spite that the classifier consists of sim-
ple linear discriminant functions, feasible boundaries are
obtained successfully.

4. Discussion

We can obtain smoother boundaries if we introduce
relaxation

S
f;(CE,C) X fs(mac)ﬁv Zf;(wac)zl (17)
s=1

ge(x,s) o< ge(,s)”,

C
Y gl =1 (18)
c=1

and use f!, g, as the components of P, Q instead of raw
fs,9c, where (8 is a positive constant less than 1 (Fig. 2
lower).

In the above experiments, C' “expert” classifiers
fe, 1, f(,2),...,f(-,C) are trained independently
with only data which have corresponding value of ¢(t).
This makes number of available samples for each f(-,¢)
smaller. In order to utilize informations in samples
more efficiently, we have to adopt a classifier f which
can deal with ¢ more properly as a “hint”. One natu-
ral idea is the use of single classifier with input vector
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Figure 2. Experiment I (matrix-type structure)

Upper: attribute s = 1(0), 2(0 ), 3(x ). Middle: attribute ¢ = 1(0 ), 2(0 ), 3(x ). Lower: s with relaxation

B = 0.1 (see section 4.
Left: presented samples.

Middle and Right: obtained boundaries of classification for L = 1 and L = 2,

respectively, where L is the dimension of projected discriminant space.

(T1, ... T, 01cy- -+ ,0cc)T, where §;; is 1 if i = j and 0
otherwise.

Another problem of the proposed method is incon-
sistency of f and g. For arbitrarily given f and g,
in general, there is no distribution? p(z,s,c) whose
conditional probabilities are p(s|x,c) = fs(x,c) and
p(clx, s) = ge(x,s). A mediation mechanism is thus de-

2We can always find p(s|z) and p(c|y) which satisty (5)(6).
However, (5)(6) are not sufficient for guarantee of consistency.
In order to guarantee the consistency, we need “detailed balance”
condition p(c|x, s)p(s|®) = p(s|x, c)p(c|e) for all s, c.

sired. We are constructing a mediation algorithm from
a point of view of information geometry [3]. We are ex-
pecting that the extension to three or more attributes
may be also possible by use of this mediation.

5. Conclusion

A method for classification with double attributes has
been proposed. The main idea is mutual suggestion of
hints between a pair of classifiers. In spite that this
idea sounds like an iterative algorithm, the solution can
be obtained directly without iterative procedures. Its
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Figure 3. Experiment IT (cluster-type structure)
Upper: attribute s = 1(0), 2(0), 3(x ). Lower: attribute ¢ = 1(0), 2(0 ), 3(x ).
Left: presented samples. Middle and Right: obtained boundaries of classification for L = 1 and L = 2,
respectively, where L is the dimension of projected discriminant space.

behavior has been examined for artificial tasks which
have structures of “matrix” and “cluster”.

Some issues on the proposed method has been dis-
cussed already in the previous section. It works well
when samples have some structures, while it can fail
when samples have no structure at all. At now, it is
not clear which structures are suitable. In addition, ex-
perimental comparisons with [1] and naive methods for
larger, real-world problems are also important future
works.
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